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Abstract—In this paper, we consider the problem of designing
uniquely decodable (UD) ternary code sets for low-density
spreading code-division multiple-access (LDS-CDMA) systems.
The proposed code set provides unique decodability for a
number of users K that is greater than the length of the code
but lower than the theoretical maximum, i.e., K < Kt

max
∗.

Simulation results show that with channel encoded scenarios
(e.g., turbo, LDPC, polar, etc.) the proposed UD code sets
achieve 4 dB or greater performance improvement at a bit error
rate (BER) of 10−3 compared to other competing code sets in
an additive white Gaussian noise (AWGN) and flat Rayleigh
fading channels.

Index Terms—Uniquely decodable codes, ternary overloaded
uniquely decodable codes, overloaded CDMA, non-orthogonal
multiple-access (NOMA), low-density spreading signatures
(LDS), sparse-code multiple-access (SCMA).

I. INTRODUCTION

The design of uniquely decodable code sets for overloaded
synchronous code-division multiple-access (CDMA) where
the number of multiplexed signals K is greater than the
spreading (or signature) code length L has been studied in
[1]–[15]. An overloaded CDMA system using code set C is
considered to be uniquely decodable (UD) if, in a noiseless
multiplexed transmission, Cx1 6= Cx2 for all possible K×1
vectors x1 and x2, where x1 6= x2 ∈ {±1}K×1. In other
words, a UD matrix is injective in nature or there exists a
one-to-one mapping between the input and output.

Uniquely decodable code set construction for overloaded
CDMA for the noiseless channel, where F3(L) represents the
maximal number of L-dimensional vectors for a given length
L that matrix can have and still be uniquely decodable is
related to the coin-weighing problem, one of the problems
that is discussed by Erdős and Rényi in [3]. The explicit
construction techniques were proposed for these UD code
sets of binary {0, 1}, antipodal {±1}, and ternary {0,±1}
chips in [1], [4], [5], [5]–[15], respectively, most of which
are recursive in nature. To the best of our knowledge, it is
worth mentioning that the maximum number of vectors of the
explicit constructions of binary, antipodal and ternary code

This work was partially supported by Natural Sciences and Engineering
Research Council (NSERC).
∗Kt

max is the maximum number of users for which there are existing
code sets that achieves UD for a given code length and there is no UD code
set construction if the number of users are greater.

sets are Kb
max = γ(L+1)†, Ka

max = γ(L)+1 and Kt
max
‡ =

(i+ 2)2(i−1), respectively.
The code sets, which are primarily designed for the noise-

less channel, can be decoded by relatively fast recursive
deterministic decoders that require very little computation.
In noisy channels, one may apply the optimal decoder, such
as, maximum likelihood (ML); however, the computational
complexity grows with the code length and it is not very
practical. Overloaded matrices over the ternary alphabet are
introduced by Mashayekhi and Marvasti in [14] with a fast
logical decoder, requiring only a few comparisons to decode
the received vectors. Similarly, Singh et al. in [15] propose
overloaded code sets over the ternary alphabet that have
twin tree structured cross-correlation hierarchy with a simple
multi-stage detection.

Multiuser M-ary {0, 1, 2, . . . ,M} UD code sets were in-
vestigated by Lu et al. in [16], [17] for the noiseless channel.
Other works have applied UD codes in various commu-
nication systems. As an example, Yu et al. in [18], [19],
Kulhandjian et al. in [20] and Buch et al. in [21] proposed
UD codes as a solution for physical-layer network coding
(PNC), specifically, in wireless cooperation communication
systems.

All of the multiple access concepts for overloaded sys-
tems were introduced in order to serve a number of excess
users beyond the available resources. These multiple access
schemes are characterized by non-orthogonal multiple access
(NOMA) techniques [22] that have received significant at-
tention for the fifth generation (5G) cellular networks [23].
Recently, several NOMA solutions have been actively inves-
tigated [24], which can be divided into two main categories,
namely power-domain and code-domain NOMA. A few of
the strong contenders of code-domain NOMA are low-density
spreading aided CDMA (LDS-CDMA) [25] and sparse code
multiple access (SCMA) [23], [26]. LDS-CDMA [25] must
generally guarantee to be UD code set [27], which means
code sets have non-zero Euclidean distance. The design
of LDS type matrices offers flexible resource allocation,

†where γ(n) function is the number of ones in the binary expansion of
all positive integers less than n. As an example, γ(8) = 12.
‡Superscripts t, a, b refer to ternary, antipodal and binary code sets,

respectively.

2021 IEEE International Black Sea Conference on Communications and Networking (BlackSeaCom)

978-1-6654-0308-5/21/$31.00 ©2021 IEEE

20
21

 IE
EE

 In
te

rn
at

io
na

l B
la

ck
 S

ea
 C

on
fe

re
nc

e 
on

 C
om

m
un

ic
at

io
ns

 a
nd

 N
et

w
or

ki
ng

 (B
la

ck
Se

aC
om

) |
 9

78
-1

-6
65

4-
03

08
-5

/2
1/

$3
1.

00
 ©

20
21

 IE
EE

 | 
D

O
I: 

10
.1

10
9/

B
la

ck
Se

aC
om

52
16

4.
20

21
.9

52
78

98

Authorized licensed use limited to: California State University Fresno. Downloaded on October 09,2021 at 01:21:45 UTC from IEEE Xplore.  Restrictions apply. 



performs better in terms of handling the multiple access in-
terference (MAI) that exists in rank-deficient systems and has
low-complexity receivers compared to conventional CDMA.
LDS-CDMA, may also be appropriate for IoT communica-
tions [22] and it is also considered as a potential candidate
for uplink machine-type-communications (mMTC) [22].

Inspired by these attractive features of UD code sets, this
paper proposes the recursive construction of UD ternary
code sets as a potential candidate for LDS-CDMA NOMA
scheme. Simulation results in terms of bit error rate (BER)
demonstrate that the performance of the proposed UD code
set with channel encoding outperforms the existing ternary
codes. In the case of dispersive fading channels, we can
potentially equalize the channel effects by eliminating them
using channel precoding as described in [28].

The rest of the paper is organized as follows. In Section II,
we present the construction of the uniquely decodable ternary
code sets followed by the minimum distance in Section III
and multiuser detector in Section IV, respectively. In Section
V, we present our simulation methodology and results before
presenting our conclusion in Section VI.

The following notations are used in this paper. All boldface
lower case letters indicate column vectors and upper case
letters indicate matrices, ()T denotes transpose operation, C
denotes the set of all complex numbers, and | · | denotes
complex amplitude, respectively.

II. RECURSIVE CODE CONSTRUCTION

In this manuscript, we propose the design of ternary
matrices based on augmented Sylvester-Hadamard matrices.
More explicitly, in the matrices CL×K that can be written
as CL×K = [HLVL], where VL ∈ {0,±1}L×(K−L) and
HL is a Sylvester-Hadamard matrix of order L = 2p.
We recall that the Sylvester-Hadamard matrix of order 2 is
H2 =

[
1 1
1 −1

]
and H2p+1 =

[
H2p H2p

H2p −H2p

]
, p = 1, 2, ...

. Then, for any p = 1, 2, ..., H2pH2p = 2pI2p×2p , where
IN×N is the N×N identity matrix. For the case when L = 4,
we can augment the H4 matrix to form an UD ternary matrix,
C4×5 as follows,

C4×5 =


+ + + + −
+ − + − 0
+ + − − 0
+ − − + 0

 . (1)

It is not hard to find all possible vectors§ that can be appended
to H4 and still satisfy the UD property. Instead, our goal is
to design UD code matrices in a recursive fashion. Let us
consider UD code matrix for the case L = 8. We need to
select a ternary UD matrix, V8, that when appended to H8 it
will still satisfy the UD property. Moreover, V8 should also
serve as the seed for generating VL matrices for any L in

§It can be achieved by exhaustive search of 34/2− 1 vectors excluding
zero vector and complement (e.g., multiplication by minus one) vectors.

recursive manner. In order to satisfy those requirement one
possible option is to choose the following matrix,

V8 =

[
−α2 α2 α6 −α5 α5

α8 α8 α8 −α5 −α5

]
, (2)

where α1 = [1, 0, 1, 0]T , α2 = [1, 0,−1, 0]T , α3 =
[0, 1, 0,−1]T , α4 = [0, 0, 0, 0]T , α5 = [1, 0, 0, 0]T , α6 =
[0,−1, 0,−1]T , α7 = [1, 1, 0, 0]T , and α8 = [0, 0, 1, 1]T .
Therefore, the resulting matrix is C8 = [H8V8]. We are
now ready to propose a general Li ×Ki code set design for
Li = 2i and Ki = i2i−1 + 1, where i ≥ 4. Given the V8

matrix in (2), we can recursively construct matrix VLi as
follows

VLi
=

[
VLi/2 VLi/2 Ri

VLi/2 −VLi/2 0Li/2

]
, (3)

where VLi/2 is a 2i−1 × (i− 3)2i−2 + 1 matrix constructed
in the previous step. The matrix Ri = [r0, ..., rM−1]

T is
formed as follows, for j = 0,

rj =
[
−α2, α2, α6, α4, α7, α7, α7,Λ

t0
4 ,
]T

rj+1 =
[
α8, α8, α8, α3,−α2, α2, α6,Λ

t0
4

]T
and for j = 2, 4, 6, . . . 2i−3 − 2,

rj =
[
Λt1
4 , α4,−α2, α2, α6, α4, α7, α7, α7,Λ

t2
4

]T
rj+1 =

[
Λt1
4 , α3, α8, α8, α8, α3,−α2, α2, α6,Λ

t2
4

]T
,

where t0 = 23(2(i−4)−1), t1 = 4j−1, t2 = 2(i−4)−j/2−1,
Λt
4 = α4⊗14,t, ⊗ denotes the Kronecker product and 1m0,m1

denotes all-one matrix of size (m0 ×m1).

C8×13 =



+ + + + + + + + − + 0 − +

+ − + − + − + − 0 0 − 0 0

+ + − − + + − − + − 0 0 0

+ − − + + − − + 0 0 − 0 0

+ + + + − − − − 0 0 0 − −
+ − + − − + − + 0 0 0 0 0

+ + − − − − + + + + + 0 0

+ − − + − + + − + + + 0 0


Fig. 1. Errorless signature set C for an overloaded system with L = 8 and
K = 13.

III. MINIMUM DISTANCE OF CODE SETS

The Manhattan Distance [29] between two L-dimensional
vectors yi and yj for i 6= j is equivalent to their (`1)-norm,
which is defined as

dL(yi,yj) =
L∑

t=1

|yi,t − yj,t|. (4)

Then the general minimum Manhattan distance of received
vectors for a given ternary code set can be formulated by

dmin(C) = argmin
xi,xj∈{±1}K×1

yi=Cxi,yj=Cxj

dL(yi,yj). (5)
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C16×33 =



+ + + + + + + + + + + + + + + + − + 0 − + − + 0 − + − + 0 0 + + +
+ − + − + − + − + − + − + − + − 0 0 − 0 0 0 0 − 0 0 0 0 − 0 + + +
+ + − − + + − − + + − − + + − − + − 0 0 0 + − 0 0 0 + − 0 0 0 0 0
+ − − + + − − + + − − + + − − + 0 0 − 0 0 0 0 − 0 0 0 0 − 0 0 0 0
+ + + + − − − − + + + + − − − − 0 0 0 − − 0 0 0 − − 0 0 0 0 − + 0
+ − + − − + − + + − + − − + − + 0 0 0 0 0 0 0 0 0 0 0 0 0 + 0 0 −
+ + − − − − + + + + − − − − + + + + + 0 0 + + + 0 0 + + + 0 + − 0
+ − − + − + + − + − − + − + + − + + + 0 0 + + + 0 0 + + + − 0 0 −
+ + + + + + + + − − − − − − − − − + 0 − + + − 0 + − 0 0 0 0 0 0 0
+ − + − + − + − − + − + − + − + 0 0 − 0 0 0 0 + 0 0 0 0 0 0 0 0 0
+ + − − + + − − − − + + − − + + + − 0 0 0 − + 0 0 0 0 0 0 0 0 0 0
+ − − + + − − + − + + − − + + − 0 0 − 0 0 0 0 + 0 0 0 0 0 0 0 0 0
+ + + + − − − − − − − − + + + + 0 0 0 − − 0 0 0 + + 0 0 0 0 0 0 0
+ − + − − + − + − + − + + − + − 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
+ + − − − − + + − − + + + + − − + + + 0 0 − − − 0 0 0 0 0 0 0 0 0
+ − − + − + + − − + + − + − − + + + + 0 0 − − − 0 0 0 0 0 0 0 0 0


Fig. 2. Errorless signature set C for an overloaded system with L = 16 and K = 33 an overload factor of 206.25%.

Theorem 1. Let C ∈ {0,±1}L×K represent the set of all
ternary matrices constructed by distinct e columns, then the
minimum distance of the code set, δ(C), is equal to 2, where

δ(C) = argmin
C′∈C

dmin(C′). (6)

Proof. Let us assume that δ(C) = dmin(C) = dL(yn,ym),
where yn = Cxn, ym = Cxm, yn,ym ∈ NL×1, N ∈
{±K,±(K−1), ...}, and xn,xm ∈ {±1}K×1. The minimum
value obtained when the difference vector y = yn − ym =
C(xn − xm) = Cx̄ has only one non-zero element yc 6=
0, yn,c 6= ym,c having the lowest magnitudes yn,c, ym,c ∈
{±1}f, and L − 1 zeros yi = 0, yn,i = ym,i for i 6= c,
where x̄ ∈ {0,±2}K×1. In order to achieve only one non-
zero element of y then cix̄ = 0 for ∀i ∈ {1, . . . , L} except
i 6= c, where ci is the i-th row of matrix C. One possible
option is to have all zeros but one non-zero element in x̄. In
this case, the matrix C must have a column cj with cj,i = 0
for ∀i ∈ {1, . . . , L} except i 6= c, where 1 ≤ j ≤ K to result
in a vector y having only one non-zero element. In other
words, cj contains only one ±1 element. Therefore, having
the lowest magnitude of yn,c = 1 and ym,c = −1 or yn,c =
−1 and ym,c = 1 results in dmin(C) = |yn,c−ym,c| = 2.

Now that we proved that δ(C) = 2, we will try to find
dmin(C) of our proposed UD code sets C ∈ C ⊂ C,
where C ∈ {0,±1}L×K is the set of all the ternary UD
code sets. Let us follow the option of having all zeros but
one non-zero elements in x̄. In the case of L = 4, the
column c5 has only the first element non-zero. If x̄ =
[0, 0, 0, 0,−2]T then the difference vector is y = [2, 0, 0, 0]T .
Note that even if we substitute the c5 by −c5 we can
still obtain the same y with x̄ = [0, 0, 0, 0, 2]T . Based on
our construction in (2), we look at the case of L = 8. If
x̄ = [0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,−2, 0]T then the difference
vector is y = [2, 0, 0, 0, 2, 0, 0, 0]T . Unlike the case of
L = 4, the vector y has two non-zero elements, which
results dmin(C) = 4. Alternatively, observe that the columns

eNot only the columns are required to be distinct but we assume any
column multiplication with minus one should result in distinct columns as
well.

fIn the case of antipodal matrices C ∈ {±1}L×K , the lowest magnitude
is yn,c, ym,c ∈ {±2} and the number of ±2 elements in x̄ must be even
for the inner product, cix̄, to be zero.

12-th and 13-th, [−α5,−α5]T and [α5,−α5]T of the C, all
the elements are equal except at the 1-st element in which
they differ. If we select xn,12 6= xm,12, xn,13 6= xm,13,
and xn,i = xm,i for all i /∈ {12, 13} then yn,1 = 2 and
ym,1 = −2 or yn,1 = −2 and ym,1 = 2 will result in
dL(yn,ym) = 4. With this specific observation together
with the Theorem 1, we conclude that dmin(C) = 2 and
dmin(C) = 4 for the cases of L = 4 and L = 8. From
this observation, we learn that if a column has only two
±1 elements or any two columns differ at one element in
a UD code set, we assure that dmin(C) = 4. Similarly, for
L = 16 columns 30-th, [0, α3, 0, 0, 0]T with the 6-th and 8-
th elements having +1 and −1 values. Due to our recursive
construction in (3) for L = 2p, where p = 5, 6, ... columns
(p−1)2(p−1) +6 has two non-zero elements only. Therefore,
all the UD code set generated by (3) has dmin(C) = 4.

IV. MULTIUSER DETECTION

In the overloaded (i.e., K > L) synchronous code-division
multiple-access application of interest, each user multiplexes
its own symbol by multiplying it with the signature and then
transmitting it through the channel after carrier modulation.
In the case of additive white Gaussian noise (AWGN) chan-
nel, the received vector can be expressed by

y =
K∑

k=1

ckdkxk + n (7)

= CDx + n,

where dk is the k-th user’s amplitude, xk ∈ Xk is the k-
th user’s symbol to be transmitted from the constellation
alphabet, Xk, ck ∈ {±1, 0}K×1 is the spreading waveforms,
n ∈ CL×1 is an L-dimensional complex-valued AWGN
vector with variance of σ2 and D is a diagonal matrix with
users’ amplitude.

The objective of the receiver is the following; given the
received vector y and C recover the user data x̂ such
that the mean square error E{||x − x̂||2} is minimized. It
is known that obtaining the ML solution is generally NP-
hard [30]. The suboptimal detectors are more preferable in
terms of complexity algorithm compared to ML. Some of
the suboptimal detectors include matched filter (MF), and
zero-forcing (ZF), minimum mean square error (MMSE),
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parallel interference cancellation (PIC) [31], probabilistic
data association (PDA) [32], etc. In this study, we consider
two low-complexity detectors, MMSE-PIC detector, which is
based on the MMSE and PIC criteria, and PDA. In case of flat
Rayleigh fading and multipath fading channels we utilize the
low-complexity multiuser detection (MUD) detectors, which
are proposed in [28].
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Fig. 3. Uncoded C4×5 using MMSE-PIC detector.
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Fig. 4. LDPC C4×5 using PDA detector.

V. SIMULATION RESULTS

In this section, we evaluate the performance of LDS-
CDMA NOMA over AWGN and flat Rayleigh fading chan-
nels employing our proposed ternary uniquely decodable
codes at the physical layer. All the simulations at the physical
layer of the proposed scheme is performed in Matlab. We
consider wireless transmission with the number of users
K = 5 and K = 13. Each user k spreads its data xk ∈ {±1}
using binary-phase shift keying (BPSK) modulation. At the

receiver, MUD is performed using MMSE-PIC [28] and PDA
[32]. In addition to that in our simulations, we have included
code constructions from [13]–[15]. In Fig. 3, we plot the
BER performance over AWGN channel averaged over all the
different users for the proposed UD code set C4×5 and we
compare them with the C4×7, C4×6 and C4×8 constructions
presented in [14], [15] and [13]. The BER performance of the
proposed code set with the uncoded case outperforms other
code sets up to signal to noise ratio (SNR) of 13 dB after
which it degrades, as shown in Fig. 3. The reason of such
performance is related to linear separability margin described
in [33], where the proposed code set has the largest value
compared to other code sets.
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Code in [14]
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Fig. 5. Turbo C4×5 using PDA.
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Fig. 6. Polar C4×5 using MMSE-PIC.

For channel encoded cases, we utilize a custom semi-random
parity check matrix generator [34] for LDPC, long-term
evolution (LTE) turbo code described in [35] and calculating
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the Bhattacharyya parameters of bit channels construction
method [36] for polar codes. The construction of the LTE
turbo interleaver is based on the quadratic permutation poly-
nomial (QPP) scheme of [35]. For all three channel encoding
cases we used a code rate of 1/3 with input message block
lengths of 320 bits and output code length of 972 for both the
LDPC and LTE turbo code and 340 input, 1024 output bits
for polar encoding. In Fig. 4, Fig. 5 and Fig. 6 we present
simulation results over the flat Rayleigh, AWGN and flat
Rayleigh channels for the LDPC, turbo and polar channel
encoded cases. The proposed code set C4×5 outperforms in
terms of BER compared to other constructions. Similarly,
in Fig. 7, we plot the BER performance over flat Rayleigh
channel averaged over all the different users for the proposed
C8×13 and we compare them with the C8×15, C8×14 and
C8×17.

8 10 12 14 16 18 20 22 24 26 28

10
-3

10
-2

10
-1

B
E

R

Proposed

Code in [15]

Code in [14]

Code in [13]

Fig. 7. Uncoded C8×13 using PDA detector.
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Fig. 8. LDPC C8×13 using MMSE-PIC detector.

Again for the uncoded case the proposed C8×13 performs
better up to 13 dB SNR. To illustrate the gain in terms of BER
rate, we present over the AWGN, flat Rayleigh, and AWGN
channels for the LDPC, turbo and polar channel encoded
cases in Fig. 8, Fig. 9 and Fig. 10, respectively.

There is a trade-off between the number of users, K, and
BER performance, however, we can observe from Figs. 4, 5,
6, 8, 9 and 10 that our propose UD code set outperforms the
code constructions in [14], [15] and [13] in terms of BER.
It is obvious that overloaded UD code sets can potentially
increase the user capacity by more than double for large L.

VI. CONCLUSION

In this paper, we have introduced new uniquely decodable
(UD) ternary code sets for low-density spreading code-
division multiple-access (LDS-CDMA) systems.
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Fig. 9. Turbo C8×13 using MMSE-PIC detector.

In comparison to the current state-of-the-art ternary code
sets, which have low-complexity detectors, the proposed
construction outperformed in terms of bit error rate (BER).

Simulation results show that with the channel encoded sce-
narios (e.g., turbo, LDPC, polar, etc.) the proposed UD code
sets achieve 4 dB or greater performance improvement at
a BER of 10−3 compared to other competing code sets in
an additive white Gaussian noise (AWGN) and flat Rayleigh
channels. In our simulations studies, we only included binary-
phase shift keying (BPSK) signaling.

For our future work, we are investigating UD code sets for
higher constellations such as quadrature phase-shift keying
(QPSK), quadrature amplitude modulation (QAM), etc.
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[3] R. Erdős and A. Rényi, “On two problems of information theory,”
Publ. Math. Inst. Hung. Acad. Sci., vol. 8, pp. 241–254, 1963.

[4] B. Lindström, “On a combinatory detection problem,” Publ. Math. Inst.
Hung. Acad. Sci., vol. 9, pp. 195–207, 1964.

[5] D. G. Cantor and W. H. Mills, “Determining a subset from certain
combinatorial properties,” Can. J. Math., vol. 18, pp. 42–48, Feb. 1966.

[6] S. S. Martirossian and G. H. Khachatrian, “Construction of signature
codes and the coin weighing problem,” Probl. Peredachi Inf., vol. 25,
no. 4, pp. 96–97, Sep. 1989.

[7] G. H. Khachatrian and S. S. Martirossian, “Codes for T-user noiseless
adder channel,” Prob. Control Inf. Theory, vol. 16, no. 3, pp. 187–192,
1987.

[8] ——, “A new approach to the design of codes for synchronous-CDMA
systems,” IEEE Trans. Inf. Theory, vol. 41, no. 5, pp. 1503–1506, Sep.
1995.

[9] M. Kulhandjian and D. A. Pados, “Uniquely decodable code-division
via augmented Sylvester-Hadamard matrices,” in Proc. IEEE Wireless
Commun. and Network. Conf. (WCNC), Paris, France, Apr. 2012, pp.
359–363.

[10] Shih-Chun Chang and E. Weldon, “Coding for T-user multiple-access
channels,” IEEE Trans. Inf. Theory, vol. 25, no. 6, pp. 684–691, Nov.
1979.

[11] Shih-Chun Chang, “Further results on coding for T-user multiple-
access channels (Corresp.),” IEEE Trans. Inf. Theory, vol. 30, no. 2,
pp. 411–415, Mar. 1984.

[12] G. H. Khachatrian and S. S. Martirossian, “Code construction for the
T-user noiseless adder channel,” IEEE Trans. Inf. Theory, vol. 44, no. 5,
pp. 1953–1957, Sep. 1998.

[13] M. Kulhandjian, C. D’Amours, and H. Kulhandjian, “Uniquely decod-
able ternary codes for synchronous CDMA systems,” in Proc. IEEE
Pers., Indoor, Mobile Radio Conf. (PIMRC), Bologna, Italy, Sep. 2018,
pp. 1–6.

[14] O. Mashayekhi and F. Marvasti, “Uniquely decodable codes with fast
decoder for overloaded synchronous CDMA systems,” IEEE Trans. on
Commun., vol. 60, no. 11, pp. 3145–3149, Nov. 2012.

[15] A. Singh, A. Amini, P. Singh, and F. Marvasti, “Set of uniquely
decodable codes for overloaded synchronous CDMA,” IET Commun.,
vol. 10, no. 10, pp. 1236–1245, Jul. 2016.

[16] S. Lu, W. Hou, J. Cheng, and H. Kamabe, “A New Kind of Nonbinary
Uniquely Decodable Codes with Arbitrary Code Length for Multiple-
Access Adder Channel,” in Proc. IEEE Inf. Theory Workshop (ITW),
Guangzhou, China, Nov. 2018, pp. 1–5.

[17] ——, “Multi-User UD k-Ary Codes Recursively Constructed from
Short-Length Multiary Codes for Multiple-Access Adder Channel,” in
Proc. IEEE Int. Symp. Inf. Theory (ISIT), Paris, France, Jul. 2019, pp.
425–429.

[18] Y. Li, Q. Yu, K. He, and W. Xiang, “Apply Uniquely-Decodable Codes
to Multiuser Physical-Layer Network Coding Based on Amplify-and-
Forward Criterion,” in Proc. IEEE Global Commun. Conf. (GLOBE-
COM), San Diego, U.S.A., Dec. 2015, pp. 1–6.

[19] Q. Yu, Y. Li, W. Meng, and W. Xiang, “Uniquely Decodable Codes
for Physical-Layer Network Coding in Wireless Cooperative Commu-
nications,” IEEE Syst. J., vol. 13, no. 4, pp. 3956–3967, Dec. 2019.

[20] M. Kulhandjian, C. D’Amours, and H. Kulhandjian, “Multiway
physical-layer network coding via uniquely decodable codes,” Wireless
Commun. and Mobile Comp., vol. 2018, no. article ID 2034870, pp.
1–9, Jun. 2018.

[21] S. D. Buch, C. Arunachala, and B. S. Rajan, “A Throughput Efficient
Multi-Stage Technique for Binary Multiway Relaying,” IEEE Commun.
Lett., pp. 1–1, Sep. 2020.

[22] L. Dai, B. Wang, Y. Yuan, S. Han, C. I, and Z. Wang, “Non-orthogonal
multiple access for 5G: solutions, challenges, opportunities, and future
research trends,” IEEE Commun. Mag., vol. 53, no. 9, pp. 74–81, Sep.
2015.

[23] M. Kulhandjian and C. D’Amours, “Design of permutation-based
sparse code multiple access system,” in Proc. IEEE Pers., Indoor,
Mobile Radio Conf. (PIMRC), Montreal, Canada, Oct. 2017, pp. 1–
6.

[24] L. Dai, B. Wang, Z. Ding, Z. Wang, S. Chen, and L. Hanzo, “A survey
of non-orthogonal multiple access for 5G,” IEEE Commun. Surveys &
Tutorials, vol. 20, no. 3, pp. 2294–2323, Thirdquarter 2018.

[25] R. Hoshyar, F. P. Wathan, and R. Tafazolli, “Novel low-density
signature for synchronous CDMA systems over AWGN channel,” IEEE
Trans. Signal Process., vol. 56, no. 4, pp. 1616–1626, Apr. 2008.

[26] H. Nikopour and H. Baligh, “Sparse code multiple access,” in Proc.
IEEE Pers., Indoor, Mobile Radio Conf. (PIMRC), London, U.K., Sep.
2013, pp. 332–336.

[27] J. van de Beek and B. M. Popovic, “Multiple access with low-density
signatures,” in Proc. IEEE Global Commun. Conf. (GLOBECOM),
Honolulu, Hawaii, U.S.A., Nov. 2009, pp. 1–6.

[28] M. Fantuz, M. Kulhandjian, and C. D’Amours, “Low Complexity
PIC-MMSE Detector for LDS Systems over Frequency-Nonselective
Channels,” in Proc. IEEE Workshop on Computer Aid. Mod. and
Design of Commun. Links and Networks (CAMAD), Virtual, Sep. 2020,
pp. 1–6.

[29] S. Craw, “Manhattan Distance,” in Encyclopedia of Machine Learning,
C. Sammut and G. I. Webb, Eds. Boston, MA: Springer US, 2010,
pp. 639–639.

[30] R. Lupas and S. Verdu, “Linear multiuser detectors for synchronous
code-division multiple-access channels,” IEEE Trans. Inf. Theory,
vol. 35, no. 1, pp. 123–136, Jan. 1989.

[31] M. K. Varanasi and B. Aazhang, “Multistage detection in asynchronous
code-division multiple-access communications,” IEEE Trans. on Com-
mun., vol. 38, no. 4, pp. 509–519, Apr. 1990.

[32] G. Romano, F. Palmieri, and P. K. Willett, “Soft iterative decoding for
overloaded CDMA,” in Proc. IEEE Int. Conf. on Acoust., Speech, and
Sig. Proc. (ICASSP), vol. 3, Philadelphia, PA, U.S.A., Mar. 2005, pp.
733–736.

[33] G. Romano, D. Ciuonzo, F. Palmieri, and P. Salvo Rossi, “Group gain
design for overloaded CDMA,” in 2007 IEEE 8th Workshop on Signal
Processing Advances in Wireless Communications (SPAWC), Helsinki,
Finland, 2007, pp. 1–5.

[34] Li Ping, W. K. Leung, and Nam Phamdo, “Low density parity check
codes with semi-random parity check matrix,” Electronics Letters,
vol. 35, no. 1, pp. 38–39, Jan. 1999.

[35] H. Zarrinkoub, Understanding LTE with MATLAB: From Mathematical
Modeling to Simulation and Prototyping, 1st ed. Wiley Publishing,
2014.

[36] H. Vangala, E. Viterbo, and Y. Hong, “A comparative study of polar
code constructions for the AWGN channel,” arXiv:1501.02473 [cs.IT],
Jan. 2015. [Online]. Available: https://arxiv.org/abs/1501.02473

2021 IEEE International Black Sea Conference on Communications and Networking (BlackSeaCom)

Authorized licensed use limited to: California State University Fresno. Downloaded on October 09,2021 at 01:21:45 UTC from IEEE Xplore.  Restrictions apply. 


